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circuits and investigates the biological basis for many human behaviors such as language ( ) and 

creativity ( )

(

). Stanislas Dehaene is a leading neuroscientist whose previous work has focused on the neuronal basis of 

reading (Reading in the Brain: The Science and Evolution of a Human Invention ), numerical 

cognition (The Number Sense: How the Mind Creates Mathematics ), and consciousness 

(Consciousness and the Brain: Deciphering How the Brain Codes Our Thoughts ). Currently 

in brain imaging. How We Learn: Why Brains Learn Better than any Machine…for Now 

learning, memory, and language development, as well as offering practical suggestions (what he refers to as the 

“four pillars”)

and then critique some of the themes from the chapters. 

Outline of the book

topic that Dehaene refers to throughout the book is the age-old debate between empiricism (i.e., at birth the mind 

is a blank slate or tabula rasa

nurture) and innatism (i.e., at birth the mind is born with inborn structures that provide the child with knowledge 

nature)

wrong ( ) and the debate of either nature or nurture is erroneous because in 
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second two chapters ( ) in Part 2, on the other hand, illustrate the plasticity of the human brain 

and how the brain can actually recycle neuronal structure to perform new functions, which is essential for learning 

“

” or the four essential components that facilitate learning to occur, namely, attention, active 

engagement, error feedback, and consolidation. 

Part One: The “What” Question 

“an internal model of the 

external world” (p. 5)

’

“internal models 

emerge, in both brains and machines” (p. 3). 

learning: our “relentless search for abstract rules” (p. 35) and how “the brain behaves like a budding scientist” (p. 

)

“shared attention”

“cooperative eye” since 

(

). A second rule Dehaene describes is called the “mutual exclusivity assumption.”

“ ” 

the child knows that it does not refer to something that already has a name like a “tree” that is within the child’s 

(for the child)

both innate, a priori assumptions, which are “top-down,” and motor sensory interactions with the environment, 

which are “bottom-up.”

Part Two: The “How” Question

“what” exactly learning is by reviewing a set of 

examines the more nuanced part of learning or the “how”

(Chapter 3) with a refutation of the tabula rasa proposal by empiricists like 
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rely on the reaction of babies ( ), he describes research that shows babies from a very 

young age have knowledge of concepts and the laws of physics, an abstract sense for numbers, the ability to make 

probabilistic inferences and discriminate between animate and non-animate things, and a strong sensitivity to 

referring to Stephen Pinker’s book The Language Instinct ( )

“poverty of the stimulus argument” or the notion that children know things about their native language that they 

agrees with Chomsky and the generativist view that humans have a “language acquisition device” ( ) or some 

2 have shown that 

the “language highways” (such as the arcuate fasciculus) are already formed in the baby’

(Wernicke’s area) and the frontal motor 

region ( ’s area) and has been well established in the literature as the anatomical circuitry for language (Axer, 

)

cortex,3

main focus of this chapter is to demonstrate that despite some degrees of variation between individuals, humans 

in general “share the same initial brain structures, the same core knowledge, and the same learning algorithms 

that allow us to acquire additional talents” ( ). As a consequence of these shared brain structures and core 

knowledge that have evolved over millennia, we have an innate ability for things such as mathematical reasoning 

and language acquisition.

plays on the brain’

( ) “ ” (p. 

). So, during learning, the individual is altering or strengthening synaptic connections between a set of neurons. 

sensitive periods for brain plasticity from earlier regions like the visual cortex to regions that mature later in life 

like the higher-level cortical areas in the prefrontal cortex. One sensitive period that has been well studied is the 

acquisition of phonemes in a foreign language, and the gradual decline in one’s ability with age to distinguish the 

’s 

life.

2 An MRI is a very common and non-invasive brain imaging technique that highlights anatomical structures that are active while the 
individual performs an activity such as language comprehension.

3 See for more information: https://www.nobelprize.org/prizes/medicine/2014/press-release/ 
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his hypothesis on “neuronal recycling,” which suggests that “the human capacity for cultural learning relies on a 

process of pre-empting or recycling preexisting brain circuitry” ( ). At the heart of this idea 

is that our brains have anatomical constraints based on evolutionary pressures and yet also are highly malleable. 

“neuronal niche” within the pre-existing 

are at acquiring new skills and knowledge since it “occurs within an individual brain and on a much shorter 

time frame” ( ) “to educate 

oneself is to recycle one’s existing brain circuits” ( )

reading (see the beginning of this review)

example, mathematics recycles brain circuits for representing approximate numbers and quantities that humans 

’s sensory 

region of the visual cortex that he and a colleague refer to as the “visual word form area.”

“the child’s brain 

is both structured and plastic” ( )

both in school and at home. 

Part Three: The Pillars for Learning

which play “an essential role in the stability of our mental constructions” and “ ” while learning 

( )

on a selected bit of incoming information. Obviously, information that is unattended or one does not pay attention 

“when” system, 

“what” system, which orients the individual 

the “how”

by describing how the attentional system of children is tightly attuned to others around them, particularly adults, 

one is passive. Dehaene then considers the importance of two psychological constructs, curiosity and motivation, 

’s 

feedback for learning to occur. When one encounters in the environment information that violates an expectation, 

for consolidating what has been learned during the day. 
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A Critical Review of the Book

to examine the themes of the book in more detail. Moreover, the book is a welcome contribution to the growing 

book, as a way to better understand the brain mechanisms for learning and consider practical ways to enhance 

“pillars” presented in this book such as the importance of 

attention, being actively engaged in the learning task, and providing immediate feedback are likely familiar and 

light on how important they are for supporting the learner during the learning process.

prewired neural architecture and experiences are involved in higher order cognitive processes like learning and 

tiresome. Secondly, there seems to be a considerable amount of recycling in this book, as many of the ideas within 

on “recycling your brain” ( ). Moreover, it is also quite surprising that Dehaene does not mention the 

work of Anderson ( ) in this chapter, considering the similarity, but also differences between Dehaene’s 

“neuronal recycling” hypothesis and Anderson’s “neural reuse”

reader and provide a more in-depth view towards enculturation or the important roles played by the environment, 

the body, and the brain in learning and cognitive development (see Jones, 2020 for a review of the explanatory 

powers of “neuronal recycling” and “neural reuse” for numerical cognition)

in sociocultural theory of cognitive development (e.g., in the tradition of Vygotsky)

steeped in the metaphor, “the mind is a computer”, and thus view Dehaene as overplaying the importance of the 

two in-depth criticisms of this book regarding language as an instinct, which he argues for in Chapter 3, and the 

four pillars from a teaching perspective. 

Language is an Instinct: Or Is It? 

(Chapter 3), Dehaene refers to a book by Pinker ( ) to argue that language is an instinct. Even 

though Dehaene’s book is for a general audience, it still overlooks the tenacious debate surrounding this topic and 

how many linguists and cognitive scientists disagree with this “language as an instinct”

the species were raised outside its natural environment ( ), then a child who grows up in isolation 

should still develop language like a spider develops the ability to spin a web. Yet, humans raised outside their 

(e.g., feral children)

is a social construction that relies as importantly on social interaction and usage than built-in neural circuitry. 

( ) ( ) residing in a language module of the brain that has encoded or “hardwired” the 

(

) and others suggest that “ ” 

( )

has shown “the potent role of experience in determining the functional consequences of anatomical predispositions. 
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Experience can do more than modifying the sensory modality that drives a cortical area: it can drastically change 

its cognitive role” ( ) and “

” ( )

clearly not the case ( ) and propagating this language myth continues to obstruct 

important research pathways into the ontogeny of language development from a usage-based (

) and constructionist perspective ( ).

The Four Pillars of Learning: An Educational Perspective

feedback, and consolidation, as being crucial for learning to occur. Yet, from a practical perspective, what can 

a teacher do to develop active engagement in their students to explore and become more curious and motivated 

(Deci 

) and the important role of satisfying the learners’ basic needs of autonomy, competence, relatedness, 

and novelty ( )

very hard for any learner to ever become “actively engaged”

’ sleep 

schedules. On the other hand, this chapter surprisingly does not take into account a growing body of research that 

(

)

learning ( ), enacting the meaning of the target language has been 

shown to improve memory retention ( )

of research has documented the positive impact a short bout of exercise has on vocabulary encoding (Schmidt-

). 

Conclusion

’s How We Learn

Most importantly, it provides another block in the bridge that connects the neurosciences with education and shows 

new ideas and supporting evidence into theories of how humans learn and develop and at the same time design best 

approaches to facilitate learning.  
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